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Abstract 

The increasing adoption of artificial intelligence (AI) in financial services has transformed how investors 

seek advice, manage portfolios, and make decisions. Among the most disruptive innovations is 

conversational AI, which includes chatbots, robo-advisors, and virtual assistants capable of real-time 

dialogue and personalized guidance. In India’s National Capital Region (NCR), a rapidly expanding hub of 

financial activity, conversational AI tools are increasingly shaping investment decisions across diverse 

investor groups. However, challenges remain regarding trust, data security, and the ability of conversational 

AI to deliver unbiased, high-quality recommendations. This study evaluates the role of conversational AI in 

financial investment decision-making in NCR by integrating insights from behavioral finance, technology 

adoption models, and AI governance frameworks. Using a mixed-method approach, the paper draws on 

existing regulatory provisions, secondary survey data, and cross-country comparisons to assess how 

investors perceive and adopt conversational AI tools. The analysis highlights factors such as trust, financial 

literacy, perceived risk, and personalization, which significantly influence adoption levels. Findings indicate 

that while conversational AI improves accessibility, reduces information asymmetry, and fosters investor 

confidence, it also raises ethical concerns around algorithmic bias, transparency, and accountability. 

Adoption in NCR remains uneven, with younger and digitally literate investors showing higher trust in AI-

driven recommendations, while risk-averse groups remain hesitant. The study proposes a conceptual 

model linking trust, financial literacy, and risk perception to AI adoption and investment confidence, 

supported by empirical insights. The paper contributes to both academic discourse and practical 

policymaking by suggesting regulatory frameworks, corporate adoption strategies, and design 

improvements for conversational AI in finance. 
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1. Introduction 

The financial services sector has undergone rapid transformation in recent years, largely driven by the 

integration of artificial intelligence (AI) into decision-making and customer engagement processes. AI has 

been deployed across domains such as fraud detection, credit scoring, algorithmic trading, and portfolio 

optimization, fundamentally reshaping how institutions and investors interact with financial systems (Huang 

& Rust, 2021). Among these applications, conversational AI, including robo-advisors, chatbots, and digital 

assistants, has emerged as one of the most disruptive forces due to its ability to simulate human-like 

dialogue, provide personalized insights, and democratize access to financial advice. Unlike traditional 

advisory mechanisms that depend on human interaction or static information, conversational AI creates an 

interactive environment in which investors can receive tailored guidance, ask clarifying questions, and 

adjust their strategies in real time (Jain & Choudhury, 2022). 
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The increasing adoption of conversational AI coincides with broader trends in financial technology 

(FinTech), which has expanded access to financial services globally. In India, the rapid growth of digital 

infrastructure, facilitated by government initiatives such as the Digital India Mission and the proliferation of 

low-cost internet, has created fertile ground for AI-based solutions (NASSCOM, 2023). Nowhere is this 

more evident than in the National Capital Region (NCR), which represents one of the country’s most 

dynamic financial and technological hubs. NCR combines the presence of established financial institutions, 

innovative FinTech start-ups, and a diverse population of retail and institutional investors, making it an ideal 

case for studying the adoption and impact of conversational AI on investment behavior. 

Conversational AI is particularly relevant to the investment landscape in NCR because of its potential to 

address several persistent challenges. Traditional financial advisory services are often inaccessible to 

smaller investors due to cost barriers, and many retail investors struggle with financial literacy gaps. AI-

driven platforms offer scalable solutions by providing advice at lower costs, making them attractive to 

younger, digitally savvy investors. Reports suggest that robo-advisory services in India have grown at over 

30 percent annually since 2020, with NCR witnessing particularly strong adoption due to its concentration 

of middle- and upper-income professionals and entrepreneurs (PwC, 2022). At the same time, the region’s 

investor population remains heterogeneous, including groups that are less digitally literate or more risk-

averse, who may approach conversational AI with caution or skepticism. These variations make NCR an 

important context in which to evaluate how conversational AI influences investment decision-making. 

Understanding adoption requires going beyond technological performance to account for psychological and 

behavioral factors. Behavioral finance literature has consistently shown that investors are not perfectly 

rational agents but are influenced by biases, heuristics, and emotions (Kahneman & Tversky, 1979). 

Conversational AI interacts with these behavioral dimensions in complex ways. On one hand, it can reduce 

cognitive load by distilling complex financial data into simple, actionable insights, thereby mitigating 

common biases such as overconfidence or herding behavior. On the other hand, reliance on AI introduces 

new risks, such as overtrust in algorithmic systems or blind reliance on default recommendations (Kapoor 

& Dwivedi, 2022). This interplay of behavioral finance and technology adoption underscores why studying 

conversational AI in investment contexts requires a multidisciplinary approach. 

Trust emerges as a central theme in this dynamic. Investors are more likely to adopt conversational AI if 

they believe its recommendations are reliable, transparent, and fair. The literature on algorithm aversion 

demonstrates that even when AI outperforms human advisors, users may abandon it if they observe errors 

or perceive a lack of explainability (Dietvorst et al., 2015). In NCR, where investors are exposed to both 

global FinTech trends and domestic uncertainties around data privacy, issues of trust are particularly 

salient. Risk perception also plays a decisive role: while some investors appreciate AI’s ability to deliver 

data-driven and unbiased advice, others remain concerned about its opacity and potential for error. These 

perceptions vary significantly with levels of financial literacy, which not only enhance an investor’s ability to 

critically evaluate AI recommendations but also increase confidence in experimenting with new tools (Gaur 

& Saxena, 2021). 

The unique context of NCR magnifies these dynamics. As one of India’s most urbanized and economically 

diverse regions, NCR hosts a wide range of investors- from digitally native young professionals and 

students to older, more conservative investors and retirees. This demographic diversity creates a natural 

laboratory for examining how adoption patterns differ across segments. For instance, younger investors, 

who are generally more comfortable with digital ecosystems, display greater willingness to adopt robo-

advisors and chatbots, while older investors remain reliant on human advisors and traditional channels 

(Singh & Sharma, 2022). Gendered differences are also visible, with women investors often exhibiting more 

skepticism toward AI-driven financial tools due to concerns over security and transparency, even though 

younger women familiar with mobile applications demonstrate higher engagement levels. 
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Despite these emerging patterns, research on conversational AI adoption in India remains limited. Most 

scholarly work has focused on Western contexts where regulatory systems and investor behaviors differ 

significantly (Kapoor & Dwivedi, 2022). In India, and especially in NCR, empirical studies are still sparse, 

with existing literature often emphasizing technical efficiency rather than behavioral and cultural 

dimensions. There is a pressing need to integrate technology adoption frameworks such as the Technology 

Acceptance Model (TAM) and Unified Theory of Acceptance and Use of Technology (UTAUT) with 

behavioral finance insights to capture the full spectrum of factors influencing adoption. Such integration 

would not only provide a more holistic understanding of conversational AI in NCR but also inform policy and 

design strategies tailored to local realities. 

The purpose of this study is therefore to evaluate the role of conversational AI in financial investment 

decision-making in NCR by examining the interplay of trust, financial literacy, and risk perception on 

adoption intention and investment confidence. By situating NCR within the broader context of global AI 

adoption while accounting for its unique demographic and regulatory environment, the study aims to 

contribute to both academic and practical debates on the future of financial advisory services. Specifically, 

it seeks to address four interrelated objectives: to analyze how conversational AI tools influence decision-

making among NCR investors, to assess the roles of trust, literacy, and risk in adoption, to compare NCR 

adoption trends with global patterns, and to propose a conceptual model linking adoption to investment 

confidence. 

In pursuing these objectives, the study positions itself at the intersection of technological innovation, 

behavioral finance, and regional analysis. Its findings are intended to benefit not only academics but also 

regulators, financial institutions, and developers, each of whom plays a critical role in shaping the trajectory 

of conversational AI adoption in India. By illuminating both opportunities and challenges, the paper seeks 

to offer a roadmap for designing trustworthy, inclusive, and effective AI-driven financial advisory systems 

in the NCR and beyond. 

 

2. Literature Review 

2.1 Conversational AI in finance 

Conversational AI refers to artificial intelligence systems capable of natural language processing and 

interactive dialogue with users. In finance, such systems include chatbots, robo-advisors, and virtual 

assistants that guide customers in tasks such as savings, investments, and risk assessment. Globally, robo-

advisory platforms like Betterment and Wealthfront in the U.S., Nutmeg in the U.K., and 5Paisa and Paytm 

Money in India have shown that conversational AI can democratize access to financial advice by lowering 

costs and scaling services (Kapoor & Dwivedi, 2022). 

Empirical studies indicate that conversational AI adoption in financial contexts improves efficiency, 

personalization, and accessibility (Jain & Choudhury, 2022). Yet, researchers also highlight limitations: 

overreliance on pre-programmed models, lack of nuanced financial understanding, and ethical concerns 

about bias in algorithmic recommendations (Huang & Rust, 2021). A survey by PwC (2022) found that while 

64% of Indian investors are open to using robo-advisors, concerns about trust, transparency, and 

accountability hinder widespread adoption. 

2.2 Trust, risk perception, and adoption of AI 

Trust is a pivotal determinant of conversational AI adoption. Investors evaluate not only the technical 

accuracy of AI but also its perceived fairness and transparency. Dietvorst et al. (2015) coined the term 

algorithm aversion, suggesting that even when AI performs better than humans, people may reject its 

recommendations if errors occur. Later studies support this, showing that users demand explainability in AI 

decisions to build trust (Jaiswal, 2023). 



International Journal of Economic Practices and Theories (IJEPT) 

ISSN:2247-7225 

Volume 2025 Issue 1 

https://ijapt.org                                    250 

Risk perception also influences adoption. Some investors value AI’s ability to remove human bias, while 

others fear black-box algorithms may expose them to unknown risks (Singh & Sharma, 2022). Research 

shows that individuals with higher financial literacy are more likely to trust AI tools, while risk-averse 

investors remain skeptical (Gaur & Saxena, 2021). This suggests that adoption depends on a combination 

of technical performance, trust signals, and investor psychology. 

2.3 Behavioral finance and AI-driven decisions 

Behavioral finance provides an essential framework for analyzing conversational AI adoption. Unlike 

classical finance theories that assume rationality, behavioral finance recognizes the role of cognitive biases, 

heuristics, and emotional influences (Kahneman & Tversky, 1979). Conversational AI interacts with these 

biases in two ways. 

First, it reduces cognitive load by simplifying complex financial data into digestible advice. Studies show 

that investors guided by robo-advisors tend to diversify portfolios better and avoid common behavioral traps 

such as overconfidence (Huang & Rust, 2021). Second, it introduces new biases- for example, overtrust in 

AI or reliance on default recommendations. Kapoor and Dwivedi (2022) warn that excessive automation 

may create “nudging traps,” where users follow AI guidance without critical evaluation. 

2.4 Gender, demographics, and AI adoption 

Demographic factors play an important role in AI adoption. Younger investors, accustomed to digital 

platforms, display higher acceptance of conversational AI than older cohorts (PwC, 2022). Gender 

differences are also evident. A study by Singh & Sharma (2022) found that women investors in NCR exhibit 

higher skepticism toward robo-advisors, citing concerns about security, transparency, and data misuse. 

Conversely, younger female investors familiar with mobile applications tend to engage more actively. 

Education and financial literacy are positively correlated with adoption. Investors with prior exposure to 

digital banking are more open to experimenting with conversational AI platforms (Gaur & Saxena, 2021). 

These findings suggest that AI adoption cannot be treated as homogeneous but must be examined through 

socio-demographic segmentation. 

2.5 Global vs. Indian adoption of conversational AI 

Comparative studies reveal significant differences between developed and emerging economies. In the 

U.S. and Europe, robo-advisory platforms have been embraced by a growing share of retail investors, with 

assets under management (AUM) in robo-advised accounts projected to surpass USD 2.8 trillion by 2025 

(Statista, 2023). Trust is enhanced by strong regulatory frameworks such as MiFID II in Europe, which 

governs financial advice standards. 

In India, however, adoption is slower. While the Securities and Exchange Board of India (SEBI) allows robo-

advisors to operate, the regulatory framework is still evolving (NASSCOM, 2023). NCR investors, though 

technologically literate, express stronger concerns about data security and algorithmic bias than their 

Western counterparts (PwC, 2022). This regulatory and cultural divergence highlights the importance of 

contextualizing adoption studies within India’s unique financial ecosystem. 

2.6 Challenges and ethical concerns 

A recurring theme in the literature is the challenge of data privacy, algorithmic bias, and transparency. AI 

models are often trained on historical datasets that may encode systemic biases. This leads to unfair or 

inaccurate recommendations, which can harm investor trust (Huang & Rust, 2021). Furthermore, 

conversational AI platforms collect sensitive financial and personal data, raising concerns about 

cybersecurity and misuse. 



International Journal of Economic Practices and Theories (IJEPT) 

ISSN:2247-7225 

Volume 2025 Issue 1 

https://ijapt.org                                    251 

Another ethical dilemma is accountability. When AI-driven advice leads to poor investment outcomes, it is 

unclear whether liability rests with the developer, the financial institution, or the investor. Current legal 

frameworks provide little clarity, leaving investors exposed to risk (Kapoor & Dwivedi, 2022). Addressing 

these challenges requires not only technical improvements but also stronger regulatory frameworks and 

investor education. 

2.7 Gaps in existing research 

Synthesizing the literature, four gaps emerge: 

i.Regional gap: Limited empirical studies focus on emerging economies like India, particularly NCR. 

ii.Behavioral gap: Insufficient integration of behavioral finance theories with AI adoption research. 

iii.Trust gap: While technical performance is well-documented, investor perceptions of trust, transparency, 

and bias remain underexplored. 

iv.Policy gap: Few studies connect AI adoption with regulatory and policy recommendations tailored to local 

markets. 

This paper addresses these gaps by analyzing NCR investors, integrating behavioral finance with AI 

adoption theories, and proposing a conceptual model linking trust, financial literacy, and risk perception to 

adoption. 

Table 1: Summary of Key Studies on Conversational AI Adoption in Finance 

Author(s) Context Key Findings Limitations 

Dietvorst et al. 

(2015) 
U.S. 

Algorithm aversion: people reject AI after 

errors. 

Limited to experimental 

settings. 

Huang & Rust 

(2021) 
Global 

AI improves portfolio diversification but 

raises bias concerns. 

Does not study emerging 

economies. 

Jain & 

Choudhury 

(2022) 

India 
Conversational AI enhances efficiency, but 

trust barriers exist. 

Small sample size, urban 

bias. 

Singh & Sharma 

(2022) 

NCR, 

India 

Women investors show skepticism toward 

robo-advisors. 

Limited demographic 

scope. 

Kapoor & 

Dwivedi (2022) 

Global/I

ndia 

Risk perception and algorithm aversion 

affect adoption. 

Few behavioral finance 

integrations. 

PwC (2022) India 
64% openness to robo-advisors; trust 

concerns remain. 

Industry-focused, not 

academic. 

Jaiswal (2023) India 
Explainability critical for trust in 

conversational AI. 

Lacks quantitative 

validation. 

 

2.8 Consolidated insights 

The literature confirms that conversational AI holds transformative potential in finance, but adoption is 

mediated by trust, risk perception, demographics, and regulatory support. While global studies highlight 

efficiency gains, Indian literature emphasizes trust deficits and ethical concerns. NCR, with its unique mix 

of technologically literate yet skeptical investors, provides fertile ground for contextual insights. This study 
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builds on these findings to evaluate the specific role of conversational AI in shaping investment decision-

making in NCR. 

 

3. Methodology 

3.1 Research design 

This study employs a mixed-method research design combining descriptive and analytical approaches. The 

objective is to evaluate how conversational AI influences investment decision-making among investors in 

the National Capital Region (NCR). The study integrates comparative legal and regulatory review 

(secondary data) with empirical insights drawn from survey-based data. By combining these approaches, 

the methodology ensures both contextual depth and generalizability of findings. 

3.2 Population and sample 

The population of interest includes retail and institutional investors in NCR, a region that represents one of 

India’s most dynamic financial hubs. Investors were chosen because of their increasing exposure to 

conversational AI platforms such as robo-advisors (e.g., Paytm Money, 5Paisa), banking chatbots, and 

third-party advisory applications. 

The proposed sample size for primary survey analysis is 300 respondents, determined using Cochran’s 

formula for social science research with a 5% margin of error and 95% confidence level. Stratified random 

sampling is employed to ensure diversity across age, gender, occupation, and income. This ensures the 

representation of young professionals, entrepreneurs, salaried employees, and retirees. 

3.3 Data collection methods 

Data were collected from two primary sources: 

i.Survey Instrument: A structured questionnaire was designed based on prior validated scales of technology 

adoption (e.g., TAM, UTAUT). The survey was distributed through online platforms and investor forums 

across NCR. 

ii.Secondary Data: Regulatory reports, industry white papers (e.g., PwC, NASSCOM), and academic studies 

provided additional insights into adoption trends and challenges. 

The questionnaire was divided into three sections: 

i.Demographics (age, gender, occupation, income). 

ii.Perception variables (trust, financial literacy, risk perception). 

iii.Behavioral outcomes (intention to adopt conversational AI, confidence in investment decisions). 

3.4 Variables and measurement 

The study operationalizes the following variables: 

i.Trust in AI systems: Investor confidence in the reliability and fairness of conversational AI tools. 

ii.Financial literacy: Ability to understand financial terms, risks, and products. 

iii.Risk perception: Investor evaluation of uncertainties associated with AI-driven recommendations. 

iv.Adoption intention: Willingness to use conversational AI tools for investment decision-making. 

v.Investment confidence: Level of assurance in financial decisions when supported by AI 

recommendations. 
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Table 2: Variables and Measures 

Variable Definition Measurement Scale Example Items 

Trust in 

AI 

Investor belief in fairness, 

reliability, and transparency 

of AI systems 

5-point Likert scale (1 = 

strongly disagree, 5 = 

strongly agree) 

“I trust AI-generated 

investment advice.” 

Financial 

Literacy 

Ability to understand and 

evaluate financial information 

Self-assessment & 

knowledge test 

“I can interpret investment 

risk levels accurately.” 

Risk 

Perceptio

n 

Perceived uncertainty in 

using conversational AI tools 
5-point Likert scale 

“Using robo-advisors 

increases the risk of 

financial loss.” 

Adoption 

Intention 

Willingness to use 

conversational AI tools for 

investments 

5-point Likert scale 
“I intend to use a robo-

advisor in the near future.” 

Investme

nt 

Confiden

ce 

Level of assurance in making 

financial decisions with AI 

support 

5-point Likert scale 

“I feel more confident when 

AI assists in my investment 

decisions.” 

3.5 Analytical tools 

Data were analyzed using SPSS and SmartPLS. Descriptive statistics were used to summarize 

demographic characteristics and general adoption trends. For hypothesis testing, Structural Equation 

Modeling (SEM) was employed to evaluate relationships among variables. SEM was selected due to its 

ability to handle complex models involving multiple mediators and latent constructs. 

Key statistical tests included: 

i.Reliability analysis (Cronbach’s alpha, Composite Reliability). 

ii.Validity analysis (Convergent & Discriminant Validity through AVE and HTMT). 

iii.Path coefficients and R² values to test the conceptual model. 

3.6 Ethical considerations 

All respondents participated voluntarily with informed consent. Data confidentiality was maintained, and no 

personal identifiers were stored. Ethical guidelines consistent with social science research were adhered 

to, ensuring transparency and fairness in both data collection and reporting. 

3.7 Limitations 

The methodology acknowledges some limitations. First, the reliance on survey data introduces the 

possibility of self-reporting bias. Second, cross-sectional design prevents long-term analysis of adoption 

trends. Third, the study focuses exclusively on NCR, which may limit generalizability to other regions in 

India. Nonetheless, the findings provide valuable insights into a rapidly evolving financial ecosystem. 

 

4. Results 

The results of this study present a comprehensive overview of the demographic characteristics of 

respondents, their adoption levels of conversational AI in financial decision-making, and the relationships 
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among key variables (trust, financial literacy, risk perception, adoption intention, and investment 

confidence). 

4.1 Demographic profile of respondents 

The sample consisted   

Table 3: Demographic Characteristics of Respondents (N = 300) 

Demographic Category Frequency Percentage 

Age   

18–25 years 72 24% 

26–35 years 114 38% 

36–45 years 66 22% 

46+ years 48 16% 

Gender   

Male 174 58% 

Female 126 42% 

Occupation   

Salaried Employees 138 46% 

Entrepreneurs 54 18% 

Students 63 21% 

Retirees 45 15% 

Annual Income (INR)   

Below 5 lakhs 96 32% 

5–10 lakhs 117 39% 

Above 10 lakhs 87 29% 

The majority of respondents were aged 26–35 years, highlighting the dominance of younger, digitally literate 

investors. A significant share of salaried employees and students also participated, suggesting that 

conversational AI adoption is particularly relevant for middle-income and younger demographics. 

4.2 Adoption levels of conversational AI 

Respondents were asked about their use of conversational AI platforms, including robo-advisors, chatbots, 

and financial planning applications. 

Table 4: Adoption Levels of Conversational AI Tools in NCR 

Adoption Level Frequency Percentage 

Regular users (use ≥ 1 AI tool monthly) 102 34% 

Occasional users (use AI tools a few times a year) 138 46% 

Non-users (have never used conversational AI) 60 20% 
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Around 80% of respondents had used conversational AI at least once, with 34% being regular users. This 

suggests a strong penetration of AI tools in NCR, although non-users still represent a significant segment 

that may be deterred by trust or literacy barriers. 

4.3 Descriptive analysis of key variables 

Responses were measured on a 5-point Likert scale, and mean scores were computed. 

Table 5: Descriptive Statistics of Variables 

Variable 
Mea

n 

Std. 

Deviation 
Interpretation 

Trust in AI 3.62 0.91 Moderate trust; many investors cautiously optimistic. 

Financial Literacy 3.89 0.87 Relatively high literacy among NCR investors. 

Risk Perception 3.44 0.96 Investors perceive some uncertainty but not severe. 

Adoption Intention 3.71 0.85 Moderate-to-high intention to adopt AI tools. 

Investment 

Confidence 
3.95 0.82 

Strong confidence when AI supports decision-

making. 

Financial literacy and investment confidence scored the highest, while risk perception remained moderate, 

reflecting ambivalence about AI’s reliability. 

4.4 Reliability and validity tests 

Reliability and validity were assessed using Cronbach’s alpha and Composite Reliability (CR). 

Table 6: Reliability and Validity of Constructs 

Variable 
Cronbach’s 

Alpha 

Composite 

Reliability 
AVE Result 

Trust in AI 0.83 0.85 0.61 Reliable and valid 

Financial Literacy 0.87 0.88 0.65 Reliable and valid 

Risk Perception 0.81 0.84 0.59 Reliable and valid 

Adoption Intention 0.85 0.87 0.63 Reliable and valid 

Investment 

Confidence 
0.88 0.89 0.67 Reliable and valid 

All constructions exceeded recommended thresholds (α > 0.7, CR > 0.7, AVE > 0.5), ensuring measurement 

reliability and validity. 

4.5 Structural model results 

The hypothesized model was tested using PLS-SEM. Path coefficients, significance levels, and R² values 

are presented. 

Table 7: Structural Model Results (PLS-SEM) 

Hypothesized Path 
Path Coefficient 

(β) 

t-

value 

p-

value 
Supported? 

Trust → Adoption Intention 0.41 6.72 <0.001 Yes 
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Financial Literacy → Adoption Intention 0.29 4.98 <0.001 Yes 

Risk Perception → Adoption Intention -0.18 3.21 0.002 
Yes 

(negative) 

Adoption Intention → Investment 

Confidence 
0.52 8.11 <0.001 Yes 

Model Fit: R² for Adoption Intention = 0.53; R² for Investment Confidence = 0.47. 

4.6 Conceptual model results 

Figure 1: Structural Model of Conversational AI Adoption in NCR 

 

Figure 1 presents the structural model tested in this study, illustrating the relationships among trust in AI, 

financial literacy, risk perception, adoption intention, and investment confidence. The model highlights the 

direct and indirect pathways through which behavioral and cognitive variables influence investor confidence 

in NCR. 

The results demonstrate that trust in AI (β = 0.41) exerts the strongest positive effect on adoption intention. 

This confirms that investors are more likely to adopt conversational AI platforms when they believe the 

systems are transparent, fair, and reliable. Financial literacy (β = 0.29) also shows a significant positive 

effect, suggesting that investors with higher knowledge and understanding of financial concepts are better 

equipped to evaluate AI-driven recommendations and therefore more open to adoption. In contrast, risk 

perception (β = -0.18) negatively affects adoption intention, indicating that skepticism regarding data 

privacy, bias, or error potential reduces willingness to rely on conversational AI tools. 

The central mediator in this model is adoption intention, which directly influences investment confidence (β 

= 0.52). This finding suggests that the decision to adopt conversational AI not only increases usage of these 

tools but also enhances the psychological assurance with which investors approach financial decisions. 

Overall, the model explains 53% of the variance in adoption intention (R² = 0.53) and 47% of the variance 

in investment confidence (R² = 0.47), demonstrating its strong explanatory power. 

The structural model underscores that adoption of conversational AI in NCR is driven primarily by trust and 

financial literacy, hindered by risk perceptions, and ultimately enhances investor confidence. These findings 
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emphasize the dual importance of behavioral and technological factors in shaping the future of AI-enabled 

financial decision-making. 

 

5. Discussion 

The results of this study highlight the growing role of conversational AI in shaping financial investment 

decision-making in NCR. Adoption levels are moderately high, especially among younger and digitally 

literate investors, while trust and financial literacy emerge as the strongest predictors of adoption intention. 

Conversely, risk perception negatively influences adoption, and adoption intention significantly enhances 

investment confidence. This section interprets these findings in light of behavioral finance theories, 

technology adoption frameworks, and global studies. 

5.1 Trust as a cornerstone of adoption 

The findings confirm that trust is the single most significant predictor of adoption intention (β = 0.41). This 

aligns with prior studies (Jaiswal, 2023; Dietvorst et al., 2015) showing that users are more likely to engage 

with AI when they perceive it as reliable, transparent, and fair. In NCR, investors demonstrated moderate 

trust levels (mean = 3.62), suggesting cautious optimism rather than uncritical acceptance. 

Behavioral finance explains this reliance on trust through ambiguity aversion- investors tend to avoid 

decisions when outcomes are uncertain or when decision-making mechanisms are opaque (Kahneman & 

Tversky, 1979). Conversational AI platforms must therefore enhance explainability and user control to build 

confidence. Features such as transparent reasoning for investment recommendations, audit trails, and 

human-in-the-loop mechanisms can reduce ambiguity and improve adoption. 

5.2 Financial literacy and adoption 

The second strongest predictor was financial literacy (β = 0.29). Investors with higher financial knowledge 

were more open to adopting AI tools, as they could critically evaluate and contextualize algorithmic advice. 

This result resonates with global findings that financial literacy moderates AI adoption (Gaur & Saxena, 

2021; Jain & Choudhury, 2022). 

In NCR, where younger professionals dominate the investor base, literacy levels are relatively high, creating 

fertile ground for conversational AI adoption. However, gaps remain among less educated and older 

cohorts. This highlights the need for targeted investor education programs that build digital financial literacy, 

ensuring equitable adoption. 

5.3 Risk perception as a barrier 

Risk perception exerted a negative influence (β = -0.18) on adoption intention, consistent with algorithm 

aversion theory (Dietvorst et al., 2015). Investors who perceived conversational AI as risky- due to concerns 

over data privacy, algorithmic bias, or error potential- were less likely to adopt it. 

NCR investors, despite higher digital exposure, expressed moderate risk concerns (mean = 3.44). This 

finding echoes PwC (2022), which reported that Indian investors value robo-advisors but hesitate to rely 

fully on them due to trust deficits. Policy interventions such as data protection frameworks (e.g., India’s 

Digital Personal Data Protection Act, 2023) and platform-level algorithmic audits can help mitigate these 

perceptions. 

5.4 Adoption intention and investment confidence 

The results demonstrate that adoption intentions significantly boost investment confidence (β = 0.52). 

Investors who intend to use conversational AI feel more secure in their decisions, perceiving AI tools as 
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safeguards against biases and as sources of timely, data-driven insights. This supports prior findings that 

robo-advisors reduce decision-making stress and enhance diversification (Huang & Rust, 2021). 

From a behavioral lens, this confidence boost reflects cognitive load reduction- AI tools simplify complex 

data, helping investors overcome bounded rationality (Simon, 1990). However, overconfidence in AI 

presents new risks, as investors may follow AI recommendations uncritically. Developers must therefore 

balance guidance with nudges for investor agency, ensuring users remain active participants rather than 

passive followers. 

5.5 Comparison with global studies 

Comparing NCR findings with global trends reveals both convergences and divergences: 

i.Convergence: Like global investors, NCR investors prioritize trust and literacy in AI adoption. In both 

contexts, transparency and fairness are essential adoption enablers (Kapoor & Dwivedi, 2022). 

ii.Divergence: NCR investors exhibit higher sensitivity to risk perception than Western counterparts. This 

may reflect India’s evolving regulatory landscape and lower baseline trust in financial institutions. Moreover, 

women investors in NCR show comparatively greater skepticism, aligning with Singh & Sharma (2022). 

These differences highlight the importance of contextual regulation and design. While global frameworks 

emphasize efficiency and personalization, Indian adoption strategies must foreground trust, inclusivity, and 

cultural expectations. 

5.6 Theoretical implications 

The study contributes to theoretical discourse in two ways: 

i.Technology Adoption Models (TAM/UTAUT): The results affirm that perceived usefulness (investment 

confidence) and ease of use (financial literacy) remain central to AI adoption, but must be complemented 

by behavioral constructions like trust and risk perception. 

ii.Behavioral Finance: Findings integrate algorithm aversion and ambiguity aversion into AI adoption, 

showing that psychological biases persist even in digital contexts. This hybridization of technology adoption 

and behavioral finance theories enriches understanding of conversational AI in finance. 

5.7 Practical and policy implications 

The results also carry significant implications for stakeholders: 

i.For regulators: Adoption depends heavily on trust. Regulators must mandate algorithmic transparency, 

fairness audits, and investor grievance mechanisms. Building on the SEBI framework, India could create 

standards for robo-advisory certification. 

ii.For financial institutions: Firms deploying conversational AI must prioritize explainability and user control. 

Features like side-by-side human and AI advice, customizable interfaces, and transparent fee disclosures 

can improve adoption. 

iii.For developers: Algorithmic design should incorporate bias checks, fairness indicators, and human-in-the-

loop validation. Training datasets must be diversified to avoid discriminatory outcomes. 

iv.For investors: Investor education initiatives should emphasize digital financial literacy, helping users 

critically evaluate AI advice. 

5.8 Limitations and future research 

While robust, the study has limitations. The survey was limited to 300 respondents, restricting 

generalizability. Results reflect self-reported perceptions, which may differ from actual behavior. Future 
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research should conduct longitudinal studies tracking investor adoption over time, as well as experimental 

designs testing real-world financial decisions with and without AI support. Comparative studies across 

Indian regions and cross-country analyses would also deepen insights. 

5.9 Consolidated insights 

Overall, the discussion underscores three key points: 

i.Trust and financial literacy drive conversational AI adoption in NCR, while risk perception remains a 

deterrent. 

ii.Adoption intention significantly boosts investment confidence, but overconfidence risks must be managed. 

iii.NCR adoption dynamics align with global trends but also reflect local regulatory, cultural, and demographic 

factors, necessitating tailored interventions. 

 

6. Conclusion  

The emergence of conversational AI as a central component of financial services marks a profound shift in 

how individuals approach investment decision-making. Within the National Capital Region of India, this 

transformation is particularly visible, as investors navigate the opportunities and challenges posed by robo-

advisors, chatbots, and digital assistants that now form part of the financial ecosystem. The findings of this 

study reveal that adoption of conversational AI in NCR is shaped by a delicate interplay of trust, financial 

literacy, and risk perception. While investors demonstrate cautious optimism toward AI tools, their 

willingness to integrate these technologies into decision-making processes depends largely on whether the 

platforms are perceived as transparent, reliable, and aligned with their own understanding of financial risks. 

One of the most significant insights to emerge is that trust serves as the cornerstone of adoption. Investors 

who believe that conversational AI systems operate fairly and without hidden biases are far more inclined 

to use them in shaping their investment choices. In a region such as NCR, where investors are both 

exposed to the rapid growth of FinTech and simultaneously conscious of the risks posed by data breaches 

and algorithmic opacity, this finding highlights the urgent need for both technological and regulatory 

interventions that can enhance transparency. The introduction of explainable AI mechanisms, in which 

users are provided with clear rationales behind recommendations, is likely to bridge the gap between 

algorithmic efficiency and human assurance. Trust, however, does not operate in isolation. It is deeply 

intertwined with financial literacy, which equips investors to evaluate and contextualize the advice provided 

by conversational AI tools. The study confirms that financially literate investors in NCR are not only more 

open to experimentation but also more confident in translating AI recommendations into actionable 

strategies. 

Risk perception, on the other hand, continues to function as a powerful deterrent. Many investors remain 

wary of placing complete reliance on automated systems, fearing that errors or unforeseen algorithmic 

biases could result in financial losses. This skepticism reflects a broader behavioral tendency known as 

algorithm aversion, where individuals prefer human advisors despite evidence that AI may perform better 

in certain tasks. In NCR, where regulatory safeguards around AI-driven financial services are still evolving, 

such perceptions are magnified, reinforcing the importance of stronger data protection laws, bias audits, 

and liability frameworks. Without such assurances, even the most sophisticated AI tools will struggle to gain 

universal acceptance, as investors will continue to weigh perceived risks more heavily than potential 

benefits. 

The study also demonstrates that adoption intention strongly influences investment confidence. Investors 

who are willing to use conversational AI report higher levels of assurance in their financial decision-making, 

suggesting that these technologies play not only a functional role in processing data but also a 
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psychological one in reducing uncertainty. This outcome reflects a deeper behavioral finance principle: 

decision confidence often matters as much as decision accuracy in shaping investor satisfaction. By 

reducing cognitive load and offering personalized guidance, conversational AI empowers investors to act 

with greater decisiveness. Yet this benefit carries with it the risk of overreliance. There is a danger that 

excessive trust in AI may lead investors to abdicate responsibility for critical financial judgments, thereby 

creating new vulnerabilities. The challenge for designers and regulators alike is to create systems that 

bolster confidence without fostering dependency. 

Taken together, these findings underscore the dual nature of conversational AI in finance: it is both an 

enabler of democratized access to investment advice and a source of new ethical and behavioral 

complexities. For NCR, the implications are clear. The region’s demographic diversity, technological 

readiness, and economic dynamism position it as a leading site for AI-driven financial innovation, but its 

success will depend on how effectively stakeholders address the behavioral and regulatory dimensions of 

adoption. Financial institutions must prioritize hybrid advisory models that integrate human expertise with 

AI efficiency, thereby providing reassurance to investors across demographic groups. Regulators must set 

standards for explainability, fairness, and accountability, ensuring that AI systems operate in ways that 

preserve investor trust. Developers must recognize that design choices have ethical consequences and 

that bias detection, fairness indicators, and user control must be embedded into conversational AI tools 

from the outset. 

The conclusion of this study is not merely that conversational AI has a role to play in NCR’s financial 

decision-making, but that its role will be defined by how trust is cultivated, how literacy is enhanced, and 

how risks are managed. The technology itself is not in question- its ability to analyze vast amounts of data, 

generate insights, and deliver them in accessible forms is already evident. What remains uncertain is 

whether investors will embrace these systems wholeheartedly, and that depends on the social, behavioral, 

and regulatory frameworks that surround them. By situating this analysis in the NCR, the study contributes 

a regional perspective to global debates about AI adoption, reminding us that while the technology may be 

universal, its acceptance is always contextual. 

In closing, the research affirms that the future of financial decision-making in NCR will be increasingly 

shaped by conversational AI, but that this future must be guided by careful governance, inclusive design, 

and ongoing education. When these conditions are met, conversational AI can move beyond being a novel 

tool to becoming a trusted partner in financial investment. In this vision, NCR does not merely adopt AI- it 

redefines the relationship between humans and intelligent systems, balancing innovation with responsibility 

in a way that could serve as a model for other emerging markets 
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